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1. INTRODUCTION 

      The photography industry, just like any creative 

industry, has always had a plagiarism problem. 

However, in recent months, the issue has been 

getting a great deal of additional attention. But 

plagiarism in photography is also starting to move 

out of the box content and also into other types of 

media formats. This has been highlighted by a pair 

of recent scandals have put the focus on the written 

word rather than photo. The same challenges faced 

by other industries are now making a way for 

professional photographers as well and, 

unfortunately, plagiarism is likely to get a lot worse 

before it gets any better. Photographers now days 

are facing an immense pressure to do more work 

with fewer compliments. It’s no longer enough for a 

photographer to be good at their job and advertise 

themselves as well. Most are expected to create a 

blog, maintain a periodically updated photography 

site, participate in social media contest, write large 

amounts of advertising content and even create 

visual effects. Misuse of their works is already a 

loop hole on the Internet with bloggers and 

designers treating Google Image Search as a stock 

photography library, though some of the sales and 

licensing market for images has been made in 

recent times, but the new threat seems to be 

increasing drastically from within the community. 

Since more photographers enter the market, 

everyone has put more effort to stay ahead of the 

competition. Unfortunately, that pressure leads to 

make bad decisions by the survivors. 

2. RELATED WORKS  

      With the increasing importance of images in 

people's daily life, content-based image retrieval 

(CBIR) has been widely studied. Compared with 

text documents, images consume much more 

storage space. For privacy-preserving purposes, 

sensitive images, such as medical and personal 

images, need to be encrypted before outsourcing, 

which makes the CBIR technologies in plaintext 

domain to be unusable. First, feature vectors are 

extracted to represent the corresponding images. 

Moreover, the feature vectors are protected by the 

secure kNN algorithm, and image pixels are 

encrypted by a standard stream cipher. In addition, 

considering the case that the authorized query users 

may illegally copy and distribute the retrieved 

images to someone unauthorized, we propose a 

watermark-based protocol to deter such illegal 

distributions. Hence, when image copy is found, the 

unlawful query user who distributed the image can 

RESEARCH ARTICLE                                     OPEN ACCESS 

Abstract: To design a new technique to mark and encrypt images to identify ownership of copyright of the 

image. When a user uploads the image in an application it will be encrypted using enhanced LSB Steganography 

algorithm and then it will be uploaded. This mark is designed to identify the real owner of a image and to claim it’s 

rights. Any other user who wants to upload the marked image must get a key from the owner to decrypt it. The 

actual user can thereby figure out whether to permit access or block the uploading process.   
Keywords – Steganography, Encrypt, Decrypt. 
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Abstract 
 
The next generation video enriched applications such as video 

conferencing and HDTV have raised tremendous challenges 

on the network design, both in bandwidth and service. As 

wavelength-division-multiplexing (WDM) networks have 

emerged as a right candidate for future generation networks 

with large bandwidth, supporting efficient multicast in WDM 

networks becomes eminent. Different from the IP layer, the 

cost of multicast at the WDM layer involves not only 

bandwidth (wavelength) cost, but also wavelength conversion 

cost and light splitting cost. In this paper, we develop an 

optimal distribution of  wavelength in fault tolerant networks . 

We prove that the problem of optimal wavelength assignment 

on a fault tolerant WDM network  is not NP-hard; Simulation 

results have revealed that the optimal wavelength assignment 

beats greedy algorithms by a large margin in networks using 

many wavelengths on each link such as dense wavelength-

division-multiplexing (DWDM) networks. The simulation 

results show that the proposed solution is comparable with the 

other algorithms that demands for a much higher 

computational and message costs. 

 

Keywords: RWA, WDM Network, Blocking Probability, 

Optical Network, Survivable Routing 

 

Introduction  
In recent years, there has been a growing demand for 

networks able to transmit data at increasing speeds. Among 

the recent technologies used to increase the available link 

capacity is the wavelength Division Multiplexing (WDM). 

WDM is a technology which multiplexes several optical 

signals onto a single optical fiber using different wavelengths, 

thus augmenting link capacity.[1] In a WDM network, the 

connections between two nodes are established through the 

channels of wavelengths that travel in a completely optical 

 

path, that is, a path without electro-optic conversion at the  

source node and optic-electro at the destination node. Such an 

optical path is referred as a light-path. A link may comprise 

several wavelengths, that is, λ 

 

i for 0 ≤ i ≤ W, where W 

 

represents the number of wavelengths available. The problem 

to find a path, i.e. a route, from a source to a destination node 

in a WDM network with a continuous and free wavelength 

along each link is non-trivial. Indeed, the above problem is 

known as the Routing and Wavelength Assignment (RWA) 

problem and was found to be NP-Complete [2]. 

 

Nodes of a WDM optical network may be equipped with 

wavelength converters. In the optical network when nodes 

have not equipped with wavelength converters than on each 

link of the light path, the same wavelength must be used. This 

restriction has known as wavelength continuity constraints. 

When a wavelength converter is available at nodes, different 

wavelength on each link may be used to create a lightpath. 

This relaxation in wavelength continuity constraints may 

enhance the network performance. In a wavelength-routed 

optical network to mitigate the interference with each other, 

two or more light paths traversing through the same link 

needs to use different wavelengths[3]. The components of a 

WDM optical network are prone to hardware failures. Various 

component of WDM network such as the transceiver, 

receiver, amplifier, optical cross connect, switch, FDL and 

fiber links may suffer to failures. These failures interrupt the 

ongoing services of light paths that are passing through such 

failed components. In general, most prominent component 

failure situation is the fiber cable cut due to the laying of 

longer lengths of cable as backbone networks. Such 

components failure can result in an enormous amount of 

information loss and financial revenue  
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ABSTRACT:Secretkey generation by

extractingthesharedrandomnessina

wirelessfadingchannelisapromising

waytoensurewirelesscommunication

security.Previousstudiesonlyconsider

keygenerationinstaticnetworks,but

real-world key establishments are

usuallydynamic.Inthispaper,forthe

firsttime,weinvestigatethepairwise

key generation in dynamic wireless

networks with a center node and

random arrivalusers (e.g.,roadside

units (RSUs) with vehicles). We

establishthekeygenerationmodelfor

thesekindsofnetworks.Weproposea

methodbasedondiscreteMarkovchain

tocalculatetheaveragetimeauserwill

spend on waiting and completing the

key generation, called average key

generation delay(AKGD).Ourmethod

cantacklebothserialandparallelkey

generation scheduling under various

conditions. We propose a novel

scheduling method, which exploits

wireless broadcast characteristic to

reduceAKGD andprobingenergy.We

conductextensivesimulationstoshow

the effectiveness of ourmodeland

method.

I.INTRODUCTION

Establishing a pairwise secret key
betweentwocommunicationpartiesis
crucial to securing wireless
communication. Physical-layer key
generation mechanisms that exploit

reciprocal and spatial diversity
propertiesofwirelessfadingchannels
have been proposed.Based on the
reciprocity, the bidirectional channel
statesshouldbeidenticalbetweentwo
transceiversatagiveninstantoftime.In
amultipathormobileenvironment,the
channelstatesrandomlyfluctuatedue
to fading. Therefore,two legitimate
parties can take advantage of this
naturalcorrelated random process to
generateasharedkey.Furthermore,the
channel state observed at an
eavesdropperisuncorrelated with the
legitimatechanneliftheeavesdropperis
morethanhalfawavelengthawayfrom
legitimateparties.Existingresearchon
physical-layer key generation mainly
focusesonkeygenerationrate(KGR)in
staticwirelessnetworks.Mostofthe
worksdiscussedtheKGRbetweentwo
parties.Themaximum KGR assuming
noinformationlossonkeygeneration
procedure is bounded by the mutual
information between two nodes.
TheoreticalstudiesaboutKGRaredone.
The studies of KGR considering
practicalcommunication condition are
addressed.

In this paper,forthe firsttime,we
considerthekeygenerationproblem in
dynamic wireless networks.In such
case, using KGR to report the
performanceofthekeygenerationisno
longerappropriatebecause
1)theKGRofindividualuserpairisa
changingquantityindynamicwireless
networks,affectedbytheenteringand
leavingofthekeygenerationofother
userpairs,and
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This paper deals with the smart applications of multirate digital signal processing. The two

major operations are accomplished in consumer electronics and communication engineering.

The process of reducing the sampling frequency of a sampled signal is called decimation. In the
usage of decimating ¯lters, only a portion of the out-of-pass band frequencies aliases into the

pass band, in systems wherein di®erent parts operate at di®erent sample rates. A ¯lter design,

tuned to the aliasing frequencies all of which can otherwise stealth into the pass band, not only

provides multiple stop bands but also exhibits computational e±ciency and performance
superiority over the single stop band design. The proposed method of transmultiplexer using

decimation and interpolation ¯lters analysis procedure is not only e±cient but also opens up a

new vista of being simple and elegant to compute for the desired over and above transmulti-
plexer.

Keywords: Decimator; interpolator; SSB modulator; SSB demodulator; FDM signal; TDM

signal; integrator; di®erentiator.

1. Introduction

Transmultiplexer is an equipment that transforms signals derived from frequency-

division multiplex equipment, such group or supergroups, to time-division

*This paper was recommended by Regional Editor Piero Malcovati.
†Corresponding author.
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Abstract— Social forum helps people in posting queries during emergencies. People use a social forum to get 

information and help in situations. As a result, a lot of information gets extracted. This paper determines the 

optimacy of relevant information by using ranking criteria to rank the information. Ranking can be done by 

different ranking algorithms. It also determines the relevant information that is being posted in the social 

forum by using the RAPIDMINER tool. Relevant information gets ranked through TextRank Algorithm. The 

accuracy of the relevant response in the proposed system is determined. Finally, the accuracy of the ranked 

responses is compared to the existing system. 

 

Keywords: Accuracy, Ranking, Relevance, Response, Query. 

 

I. INTRODUCTION 

Web mining is the application of data mining techniques to explore patterns from the 

World Wide Web. As the name suggests, this information is gathered by mining the web. It 

makes exploitation of automated apparatuses to reveal and separate data from servers, and it 

permits organizations to get to both structured and unstructured information from browser 

activities and other different sources. Web mining can be classified into three different types 

such as Web usage mining, Web content mining and Web structure mining. Classification is a 

data mining technique that assigns items in a collection to target categories or classes. The 

objective of classification is to accurately predict the target class for each case in the data. 

 

Classification can be defined as the process of finding a model (or function) that describes 

and distinguishes data classes or concepts, for the purpose of being able to use the model to 

predict the class of objects whose class label is unknown. The derived model is based on the 

analysis of a set of training data (i.e., data objects whose class label is known). It predicts 

categorical class labels and classifies data (constructs a model) based on the training set and 

the values (class labels) in a classifying attribute and uses it in classifying new data. Typical 

Applications include: 

• Credit approval. 

• Target marketing. 

• Medical diagnosis. 

• Treatment effectiveness analysis. 
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Abstract— Psychological problems are becoming a major 

threat to people’s life. It is important to detect and manage stress 

before it turns into a severe health issue. Nowadays people share 

their feeling in social media regularly. It becomes easy to detect 

the stress of the users based on their social behavior. Also, 

traditional stress detection methods are time consuming and 

costly. So the linguistic attributes in tweets can be leveraged to 

detect individual user stress. In this project, the stress states of 

users are classified using Naive Bayes classification algorithm and 

are categorized into stressed and non-stressed user. 

I.   INTRODUCTION  
Web Mining is the application of data mining techniques 

which is used to discover interesting usage patterns from Web 
data so as to understand and better serve the needs of Web-
based applications. Web mining is the collection of information 
gathered by using traditional data mining methods and 
techniques with information gathered over the World Wide 
Web.  Web mining is used to analyze customer behavior, 
evaluate the effectiveness of a particular Web site, and help 
quantify the success of a marketing campaign. 

Classification is a data mining function that assigns item in 
a collection to target categories or classes. The aim of 
classification is to accurately predict the target class for each 
case in the data. For example, a classification model could be 
used to identify loan applicants as low, medium, or high credit 
risks. Classification models are tested by comparing the 
predicted values to known target values in a set of test data. 

A Naive Bayes classifier is an algorithm that uses Bayes' 
theorem to classify objects. Naive Bayes classifiers will assume 
strong, or naive, independence between attributes present in the 
data points. Major uses of naive Bayes classifiers are spam 
filters, text analysis and medical diagnosis. Naive Bayes 
classifiers are widely used for machine learning because they 
are simple in implementation. Naive Bayes is also called as 
simple Bayes or independence Bayes. 

II. RELATED WORK 
Huijie Lin analysed that users stress state is closely related 

to that of their friends in social media, and a huge dataset from 
real-world social platforms is used to analyze the correlation of 
users’ stress states and social interactions. Stress-related 
attributes like textual, visual, and social attributes are defined, 
and then a factor graph model combined with Convolutional 
Neural Network is proposed to make use of the tweet content 
and social interaction information for stress detection. The 

paper revealed that proposed model can improve the detection 
performance by 6-9 percent. On analyzing the social interaction 
data further, several intriguing phenomena were discovered, 
i.e., the number of social structures of sparse connections of 
stressed users is around 14 percent higher than that of non-
stressed users, indicating that the social structure of stressed 
users tends to be less connected and less complicated than that 
of non-stressed users. [1] 

Jia Jia proposed a stress detection method automatically 
using cross-media microblog data. A framework of three-level 
is constructed to design the problem. A set of low-level features 
is obtained from the tweets. Then, middle-level representations 
based on psychological and art theories is defined and 
extracted: linguistic attributes from texts, visual attributes from 
images, and social attributes from comments. At last, a Deep 
Sparse Neural Network is created to learn the stress categories. 
The proposed method is effective and efficient on detecting 
psychological stress from microblog data. [4] 

 Ling Feng investigated the correlations between stress state 
of user and their tweeting content, social engagement and 
behavior patterns. Then stress-related attributes are defined as 
follows: 1) low-level content attributes from a single tweet, 
including text, images and social interactions; 2) user-scope 
statistical attributes through their weekly micro-blog postings, 
leveraging information of tweeting time, tweeting types and 
linguistic styles. The content attributes are combined with 
statistical attributes, by a convolutional neural network (CNN) 
with cross auto encoders to generate user-scope content 
attributes. Finally, a deep neural network (DNN) model is 
proposed to incorporate the two types of user-scope attributes 
to detect users’ psychological stress. Experimental results show 
that the proposed model is effective and efficient on detecting 
psychological stress from micro-blog data. [2] 

Jichang Zhao has built a system called MoodLens in which 
95 emoticons are mapped into four categories of sentiments, 
i.e. angry, disgusting, joyful, and sad. These sentiments act as 
the class labels of tweets. Around 3.5 million labeled tweets are 
collected as the training data and a Naive Bayes classifier is 
trained, with an empirical precision of 64.3%. Using 
MoodLens for real-time tweets obtained from Weibo, several 
interesting temporal and spatial patterns are observed. Also, 
sentiment variations are well-captured by MoodLens to 
effectively detect abnormal events in China. [3] 
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I. INTRODUCTION 

 Web mining is the process of using data mining techniques 

and algorithms to extract information directly from the Web 

by extracting it from Web documents and services, Web 

content, hyperlinks and server logs. The goal of Web mining 

is to look for patterns in Web data by collecting and analyzing 

information in order to gain insight into trends, the industry 

and users in general. In this paper, it proposes route 

optimization technique using Evolutionary algorithm. It is the 

application of data mining techniques to discover 

interesting usage patterns from Web data in order to 

understand and better serve the needs ofWeb-based 

applications. Usage data captures the identity or origin of Web 

users along with their browsing behavior at a Web site.  

     Web usage mining itself can be classified further 

depending on the kind of usage data considered. Web Server 

Data in which the user logs are collected by the Web server. 

Typical data includes IP address, page reference and access 

time. Application Server Data provides the commercial 

application servers have significant features to enable e-

commerce applications to be built on top of them with little 

effort. A key feature is the ability to track various kinds of 

business events and log them in application server logs. 

Application Level Data provides the new kinds of events can 

be defined in an application, and logging can be turned on for 

them thus generating histories of these specially defined 

events. It must be noted, however, that many end applications 

require a combination of one or more of the techniques 

applied in the categories above. 

Depth-first search (DFS) is an algorithm for traversing or 

searching tree or graph data structures. One starts at the root 

(selecting some arbitrary node as the root in the case of a 

graph) and explores as far as possible along each branch 

before backtracking. Using this algorithm, the possible set of 

candidate routes are generated for the top ranking keywords. 

For applications of DFS in relation to specific domains, such 

as searching for solutions in artificial intelligence or web-

crawling, the graph to be traversed is often either too large to 

visit in its entirety or infinite (DFS may suffer from non-

termination). In such cases, search is only performed to a 

limited depth; due to limited resources, such as memory or 

disk space, one typically does not use data structures to keep 

track of the set of all previously visited vertices. When search 

is performed to a limited depth, the time is still linear in terms 

of the number of expanded vertices and edges (although this 

number is not the same as the size of the entire graph because 

some vertices may be searched more than once and others not 

at all) but the space complexity of this variant of DFS is only 

proportional to the depth limit, and as a result, is much smaller 

Abstract: 
          With the favour of several websites, the stakeholders can share their photos and check-in records during their 

trips. In the perception of several users historical mobility records in several websites by finding travel experiences 

to facilitate trip planning. While planning a trip, the stakeholders always have explicit preferences regarding the 

trips. Instead of restricting users to limited query options such as locations, activities, or time periods, this paper 

considers arbitrary text descriptions as keywords about personalized requirements.  Even though, a different and 

representative set of recommended travel routes is needed. To meet the need for automatic trip organization, the 

system claim that more features of Places of Interest (POIs) should be extracted. Therefore, this paper proposes 

about keyword based representative travel route recommendation using Depth First Search Algorithm and Genetic 

Algorithm. Based on the precision value top ten keywords are extracted and possible routes for the locations are 

identified using Depth First Search Algorithm. Optimal solution for the routes will be generated using Genetic 

Algorithm. To provide benefiting query results, this paper proposes genetic algorithm with improved performance. 

 

Keywords -– check-in records, Travel routes, Place of Interests (POI), Optimal solution.  
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Abstract 

Discovering useful information from large volume of data is called Knowledge discovery process. Data mining is one of the 

steps in the Knowledge discovery process to find the patterns of interest and relationships among the data. In data mining, 

Feature Selection (FS) is the area of research with interest. The goal of feature selection is to identify more informative sets 

of feature in order to enhance the performance of classification algorithms with the reduced data set. As the real-world 

problems commonly suffer from the curse of dimensionality, feature selection methods are highly important to improve 

accuracy of a predictive model in data mining. In this work, a genetic feature selection method (GFS) is proposed for 

selecting the optimal feature subset from the data sets and thereby improving the classification accuracy. The experiments 

performed with various standard data sets using genetic feature selector reveal that the proposed method is superior in terms 

of feature subset selection, classification accuracy and running time. 

 

Keywords: Knowledge discovery, Data mining, classification, feature selection, Genetic algorithm. 

1. Introduction 

 
In recent years, tremendous amount of information is generated and accumulated in every field where computers are used. 

While the amount of information increases, the ability to understand and make use of it does not cope with its growth. 

Despite today's advancement in computer technologies like machine learning and data mining systems, discovering 

knowledge from data can still be hard due to the characteristics of the computer generated data. When classification is 

performed this accumulated high dimensional feature dataset often imposes a high computational cost and additionally the 

danger of over fitting. In this way, it is necessary to reduce the dimensionality of the datasets. Selecting the optimal subset 

from the existing feature subset has proven to be an NP hard problem. Feature Selection is one of the oldest existing methods 

that deal with these issues. Its aim is to select a minimal set of features based on some evaluation criterion and the selected 

subset contains the least number of important features by discarding the insignificant features from original set of 'N' features. 

In general [1], Feature Selection includes four fundamental stages viz subset selection, evaluation, stopping criterion and 

result validation referred in Figure.1. It also includes three important types of feature selection techniques such as filter, 

wrapper and embedded. In filter method, the subset selection is performed without involving any mining algorithms. It 

depends only on general characteristics of the data. Filter method evaluates features by its content, typically like interclass 

distance, statistical dependence measures to assign a scoring to each feature. According to the score, the features are either 

selected or removed from the dataset. The selected subsets are useful for different classification algorithms. This method is 

quite popular mainly because of its computational efficiency even for large datasets. The main disadvantages of this method 

are less computational effort and quality of selected features. 

Improving Classifier Performance using Genetic Feature Selector for Effective Data Classification 
S.Ilangovan, Dr.A.VincentAntonykumar

International Journal of Advancements in Computing Technology(IJACT) 
Volume9, Number2, Sep. 2017

10



Cluster Computing
https://doi.org/10.1007/s10586-018-1702-5

Improving medical diagnosis performance using hybrid feature
selection via relieff and entropy based genetic search (RF-EGA)
approach: application to breast cancer prediction

Ilangovan Sangaiah1 · A. Vincent Antony Kumar2

Received: 15 November 2017 / Revised: 22 December 2017 / Accepted: 3 January 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract
In this research a new hybrid prediction algorithm for breast cancer has been made from a breast cancer data set. Many
approaches are available in diagnosing the medical diseases like genetic algorithm, ant colony optimization, particle swarm
optimization, cuckoo search algorithm, etc., The proposed algorithm uses a ReliefF attribute reduction with entropy based
genetic algorithm for breast cancer detection. The hybrid combination of these techniques is used to handle the dataset with
high dimension and uncertainties. The data are obtained from the Wisconsin breast cancer dataset; these data have been
categorized based on different properties. The performance of the proposed method is evaluated and the results are compared
with other well known feature selection methods. The obtained result shows that the proposed method has a remarkable ability
to generate reduced-size subset of salient features while yielding significant classification accuracy for large datasets.

Keywords Feature selection · ReliefF ranking · Entropy based genetic algorithm · Classification · Breast cancer diagnosis

1 Introduction

The increased usage of computers in all aspects of life results
in accumulation of large data. This data are large in sizes
which are systematic and related data in identifying the nec-
essary pattern so that data mining is an essential area in the
data classification and prediction, estimation and other tasks.
It has emerged in to a dynamic field in research to solve
the theoretical problems which are faced in real time. Big
data mining is already applied in many areas where ever
data management operations are needed. This data mining
and engineering techniques have been successfully applied
in various processes like pattern recognition etc., the feature
selection plays amajor role in almost all the fields. The aimof
feature selection is to determine a feature subset as small as
possible. It selects the subset of original features, without any
loss of useful information by removes irrelevant and redun-
dant features for reducing data dimensionality [1]. It is the

B Ilangovan Sangaiah
ilangovans@yahoo.com

1 Department of Information Technology, K.L.N.College of
Engineering, Madurai 630 612, India

2 Department of Information Technology, PSNA College of
Engineering and Technology, Dindigul 624622, India

essential pre-processing step prior to applying data mining
tasks. As a result it improves the mining accuracy, reduces
the computation time and enhances result comprehensibility.
Filter, wrapper and embedded approach are the three types
of approaches in feature selection. Filter approach selects the
feature without depending upon the type of classifier used.
The advantage of this method is that, it is simple and inde-
pendent of the type of classifier used so feature selection need
to be done only once but this method ignores the interaction
with the classifier, the feature dependencies, and each feature
is considered separately. TheWrapper approach is dependent
upon the classifier used, i.e. it uses the result of the classifier
to determine the goodness of the given feature or attribute.
The advantage of this method is that it removes the draw-
back of the filter method and disadvantage of this method is
that it is slower than the filter method because it takes the
dependencies also. The next embedded approach is the com-
bination between a filter algorithm and a wrapper approach
searches for an optimal subset of features that is built into
the classifier construction. Less computationally expensive
and less prone to over fitting than a wrapper approach are
the advantage of this method. In the last two decades, a vari-
ety of such hybrid models have been proposed on pattern
recognition and artificial intelligence techniques including
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Abstract Network connectivity is the critical issue in the internet of things. Due to the

node mobility and randomly deployed nodes, the performance of the mobile ad hoc net-

work may reduce the performance improvement. By using the proposed software-based

heuristic clustered (SBHC) technique, can increase the performance of the mobile ad hoc

network. This proposed SBHC technique can involve in three different stages such as

clustering formation, software-based clustering, and heuristic clustered routing protocol. In

clustering formation, cluster head will be selected based on the weighted clustering

algorithm. Software-based clustering assigns the task scheduling and avoid the node

failure. Heuristic clustering routing protocol is used to create the routing path between the

cluster head, gateway and cluster members. This proposed SBHC technique, increases the

network performance by using the quality of service parameters that was shown in the

simulation results.

Keywords Mobile ad hoc network � Software-based � Clustering � Heuristic
approach � Routing protocol

1 Introduction

In mobile ad hoc network, mobile nodes are connected randomly and that will act as either

receiver or router. To avoid the traffic in the distributed mobile ad hoc network requires

Clustering approach. Clustered technology will reduce the traffic in mobile ad hoc network
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ABSTRACT 

Security is a decisive request in Mobile Ad-Hoc Network (MANETs) 

when evaluated to wired Network. MANETs are more suspicious to 

security attacks due to the need of a reliable centralized cloud and 

scanty resources. In MANET, We have malicious nodes that overcome 

the network protocols thereby diminishing the network’s performance. 

The development of portable networks has implicated the need of new 

IDS models in order to deal with new security issues in these communication environments. 

In this paper, we proposed a Secured Network using Promiscuous Mode (SNuPM) which is a 

piece of Intrusion Detection System where it can repair the malicious nodes and change over 

back them into a normal node for effectual network performance.  

 

KEYWORDS: MANET, IDS, AODV, Malicious node, Promiscuous mode, MDSR. 

 

INTRODUCTION 

The statute limit of a network to exchange data among the user that are appended to the 

network Wireless communication is practically utilized as a part of homes to keep away from 

the way toward presenting links is shown in Fig 1. 
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I. INTRODUCTION 

Network is the spine for telecommunication, Wi-

Fi networks like cellular network. As aftermath of 

the remarkable exploit of hand held gadgets, 

Mobile Ad-Hoc Network (MANET)is a thriving 

technology in today’s scenario. A MANET is a 

multi-hop temporary proclamation network of cell 

nodes that operates with Wi-Fi transmitters and 

receivers without the assistance of any pre-existing 

network infrastructure. The nodes are equipped to 

manoeuvre freely. Every nodes are self-configuring 

in nature, this gives the node a free will to either 

stay or leave the network at any instance. Every 

node can participate in the venture of transferring 

the packets. The nodes keep up a correspondence 

through sending packets to distinct nodes within its 

radio range. Routing meet specified standards with 

a chief function in the safety of the entire network. 

Thus, these operations bring several security issues 

in MANET. The wireless link characteristics are 

time-varying in nature: There are transmission 

impediments like fading, path loss, blockage and 

interference that adds to the prone behaviour of 

wireless channels. The responsibility of wireless 

transmission is resisted by various factors. Packet 

losses attributable to errors in transmission – 

MANETs expertise higher packet loss attributable 

to factors like hidden terminals that ends up in 

Abstract: 
Mobile Ad-hoc Network(MANET) is a consistently self-configuring, infrastructure-less network of mobile 

devices connected wirelessly. Since the nodes communicate with each other, they co-operate by 

forwarding data packets to other nodes in the network. Ad-hoc On-demand Distance Vector (AODV) is 

one of the most appropriate routing protocol for the MANETs and it is more susceptible to black hole 

attack by the detrimental nodes. Black hole attack is the one in which, malicious node incorrectly sends the 

RREP (route reply) that it has the shortest route to destination and then it drops all the receiving packets. 

The aim of the project is to avoid Black hole attack using Trust mechanism. Trust is the degree of 

reliability about other node for performing certain action by keeping track of all past transaction or 

interactions with nodes by direct or indirect observation. However, the communication will only be secure 

if the initial assumption of trust is true. Therefore, it is made clear that in order to ensure security it is 

necessary that the packets are forwarded only through the trusted nodes. 

 

Keywords —Mobile Ad-hoc Network, Routing Protocol, Black Hole Attack, Trust. 
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